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Disclaimer

If any content in this presentation is yours but is not correctly 
referenced or if it should be removed, please just let me know 
and I will correct it.
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Research group
• Former PhDs

– Stéphanie Lopez, Interactive Content-based Retrieval based from Eye-tracking 
– Ameni Bouaziz, Short message mining (tweet trends and events)
– Atheer Al-Nadji, Multiple Clustering by consensus
– Romaric Pighetti, Content-Based Information Retrieval combining evolutionary algorithms and SVM
– Katy Blanc, Description, Analysis and Learning from Video Content
– Mélanie Ducoffe, Active Learning for Deep Networks and their design

• Current PhDs
– John Anderson Garcia Henao, Green Deep Learning for Health
– Edson Florez Suarez, Deep Learning for Adversarial Drug Event detection 
– Miguel Romero Rondon, Network models and Deep Learning for new VR generation
– Laura Melissa Sanabria Rosas, Video content analysis for sports video
– Tianshu Yang, Machine learning for the revenue accounting workflow management
– Laurent Vanni, Understanding Deep Learning for political discourse text analysis

• Current Post-doc
– Sujoy Chatterjee, Multiple Consensus Clustering for Multidimensional and Imbalanced Data, AMADEUS



Research group

• Former Post-docs
– Geoffrey Portelli, Bio-Deep: A biology perspective for Deep Learning optimization and understanding, ANR 

Deep_In_France
– Souad Chaabouni, From gaze to interactive classification using deep learning, ANR VISIIR

• Former Research Engineers 
– Lirone Samoun, 3D Object interactive search engine
– Thomas Fisichella, Structure extraction from 3D point clouds
– Lucas Malléus, 3D Object mining and recognition
– Ayattalah Aly Halim, Human Action Recognition from 3D

• Projects
– ANR Recherche interactive d’image par commande visuelle (VISIIR) 2013-2018
– ANR Deep_In_France 2017-2021
– H2020 DigiArt: The  Internet of Historical Things
– Collaborations with Wildmoka, Amadeus, France Labs, Alcmeon, NXP, Renault, Bentley, Instant System, ESI 

France, SAP, Autodesk, Semantic Grouping Company…



Introduction: a new AI team @ UCA
:



Overview

• Context & Vocabulary
– How is Artificial Intelligence defined?
– Machine Learning & Data Mining?
– Machine Learning & Data Science?
– Machine Learning & Statistics?

• Explicit supervised learning
• Implicit supervised learning
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CONTEXT & VOCABULARY
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HOW IS ARTIFICIAL INTELLIGENCE DEFINED?
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How is Artificial intelligence defined?

• The term Artificial Intelligence, as a research field, was coined at the conference on 
the campus of Dartmouth College in the summer of 1956, even though the idea was 
around since antiquity (Hephaestus built automatons of metal to work for him, or the 
Golem in Jewish folklore, etc). 

• For instance in the first manifesto of Artificial Intelligence, “Intelligent Machinery”, in 
1948 Alan Turing distinguished two different approaches to AI, which may be termed 
"top-down“ or knowledge-driven AI and "bottom-up“ or data-driven AI

(sources: Wikipedia & http://www.alanturing.net & Stanford Encyclopedia of Philosophy)
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How is Artificial intelligence defined?
• "top-down“ or knowledge-driven AI

– cognition = high-level phenomenon, independent of low-level details of implementation 
mechanism, first neuron (1943), first neural network machine (1950), neucognitron
(1975)

– Evolutionary Algorithms (1954,1957, 1960), Reasoning (1959,1970), Expert Systems 
(1970), Logic, Intelligent Agent Systems (1990)…

• "bottom-up“ or data-driven AI
– opposite approach, start from data to build incrementally and mathematically 

mechanisms taking decisions
– Machine learning algorithms, Decision Trees (1983), Backpropagation (1984-1986), 

Random Forest (1995), Support Vector Machine (1995), Boosting (1995), Deep Learning 
(1998/2006)…

(sources: Wikipedia & http://www.alanturing.net & Stanford Encyclopedia of Philosophy)
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How is Artificial intelligence defined?

• AI is originally defined in 1956, by Marvin Lee Minsky:
“The construction of computer programs doing tasks, that are, for the moment, 
accomplished more satisfyingly by human beings because they require high level 
mental processes such as: learning. perceptual organization of memory and critical 
reasoning”.

• There are so the “artificial” side with the usage of computers or sophisticated 
electronic processes and the side “intelligence” associated with its goal to imitate 
the (human) behavior.

(sources: Wikipedia & http://www.alanturing.net & Stanford Encyclopedia of Philosophy)
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Artificial Intelligence, Top-Down

• Example of an expert system:
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• Expert system:
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Artificial Intelligence, Top-Down



Why Artificial Intelligence is so difficult to 
grasp?

• Frequently, when a technique reaches mainstream use, it is no longer considered as 
artificial intelligence; this phenomenon is described as the AI effect: "AI is whatever 
hasn't been done yet.“ (Larry Tesler's Theorem) -> e.g. Path Finding (GPS), Checkers 
game, Chess electronic game, Alpha Go…

⇒ “AI” is continuously evolving and so very difficult to grasp.
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How is Artificial intelligence defined?

• The concept of strong artificial intelligence makes reference to a machine capable 
not only of producing intelligent behavior, but also to experience a feeling of a real 
sense of itself, “real feelings” (whatever may be put behind these words), and "an 
understanding of its own arguments”.
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How is Artificial intelligence defined?

• The notion of weak artificial intelligence is a pragmatic approach of engineers: 
targeting to build more autonomous systems (to reduce the cost of their 
supervision), algorithms capable of solving problems of a certain class, etc. But this 
time, the machine simulates the intelligence, it seems to act as if it was smart.
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Trolley dilemma (a two-year old solution)
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An AI Revolution?

18Credits F. Bach



MACHINE LEARNING
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Machine Learning

x 𝑓𝑓(x,𝜶𝜶) ?
𝑦𝑦

𝑦𝑦x

Face Detection

Betting on sports Scores, ranking…

Speech Recognition
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Machine Learning

x 𝑓𝑓(x,𝜶𝜶) ?
𝑦𝑦

𝑦𝑦x

Support Vector Machines Boosting Artificial Neural Networks
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Machine Learning

x 𝑓𝑓(x,𝜶𝜶) ?
𝑦𝑦

𝑦𝑦
x

ML

“Weather Forcasting”⇔

Cf. Question trolley dilemma



Francis Bach at Frontier Research and Artificial Intelligence Conference: “Machine Learning is not AI”
(https://erc.europa.eu/sites/default/files/events/docs/Francis_Bach-SEQUOIA-Robust-algorithms-for-learning-from-modern-data.pdf
https://webcast.ec.europa.eu/erc-conference-frontier-research-and-artificial-intelligence-25# )

Machine Learning

x 𝑓𝑓(x,𝜶𝜶) ?
𝑦𝑦

𝑦𝑦
x

ML

AI≠

https://erc.europa.eu/sites/default/files/events/docs/Francis_Bach-SEQUOIA-Robust-algorithms-for-learning-from-modern-data.pdf
https://webcast.ec.europa.eu/erc-conference-frontier-research-and-artificial-intelligence-25


MACHINE LEARNING & DATA MINING?
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Data Mining Workflow

Data warehouse

Selection

Data

Preprocessing

Transformation

Model
Patterns

Validation

Data Mining

25



Data Mining Workflow

Data warehouse

Selection

Data

Preprocessing

Transformation

Model
Patterns

Validation

Data Mining

Mainly manual
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Data Mining Workflow

Data warehouse

Selection

Data

Preprocessing

Transformation

Model
Patterns

Validation

Data Mining

• Filling missing values
• Dealing with outliers
• Sensor failures
• Data entry errors
• Duplicates
• …
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Data Mining Workflow

Data warehouse

Selection

Data

Preprocessing

Transformation

Model
Patterns

Validation

Data Mining

• Aggregation (sum, average)
• Discretization
• Discrete attribute coding
• Text to numerical attribute
• Scale uniformisation or standardisation
• New variable construction
• …
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Data Mining Workflow

Data warehouse

Selection

Data

Preprocessing

Transformation

Model
Patterns

Validation

Data Mining

• Regression
• (Supervised) Classification
• Clustering (Unsupervised Classification)
• Feature Selection
• Association analysis
• Novelty/Drift 
• …
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Data Mining Workflow

Data warehouse

Selection

Data

Preprocessing

Transformation

Model
Patterns

Validation

Data Mining

• Evaluation on Validation Set
• Evaluation Measures
• Visualization
• ...
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Data Mining Workflow

Data warehouse

Selection

Data

Preprocessing

Transformation

Model
Patterns

Validation

Data Mining

• Visualization
• Reporting
• Knowledge
• ...
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Data Mining Workflow 
Problems
• Regression
• (Supervised) Classification
• Density Estimation / Clustering 

(Unsupervised Classification)
• Feature Selection
• Association analysis
• Anomality/Novelty/Drift 
• …

Possible Solutions
• Machine Learning

• Support Vector Machine
• Artificial Neural Network
• Boosting
• Decision Tree
• Random Forest
• …

• Statistical Learning
• Gaussian Models (GMM)
• Naïve Bayes
• Gaussian processes
• …

• Other techniques
• Galois Lattice
• …
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MACHINE LEARNING & DATA SCIENCE?
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Visualization / Reporting / Knowledge
• Dashboard (Kibana / Datameer)
• Maps (InstantAtlas, Leaflet, CartoDB…)
• Charts (GoogleCharts, Charts.js…)
• D3.js / Tableau / Flame

Analysis / Statistics / Artificial Intelligence
• Machine Learning (Scikit Learn, Mahout, Spark)
• Search / retrieval (ElasticSearch, Solr)

Storage / Access / Exploitation
• File System (HDFS, GGFS, Cassandra …)
• Access (Hadoop / Spark / Both, Sqoop…)
• Databases / Indexing (SQL / NoSQL / Both…, MongoDB, HBase, Infinispan)
• Exploit (LogStash, Flume… )

Infrastructures
• Grid Computing / HPC
• Cloud / Virtualization

Data Science Stack

HARD

USER
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MACHINE LEARNING & STATISTICS?
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What breed is that Dogmatix (Idéfix) ?

The illustrations of the slides in this section come from the blog “Bayesian Vitalstatistix: 
What Breed of Dog was Dogmatix?” 36



Does any real dog get this height and 
weight?

• Let us consider x, vectors
independently generated in Rd

(here R2), following a
probability distribution fixed
but unknown P(x).
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What should be the breed of these dogs?

• An Oracle assignes a value y to
each vector x following a
probability distribution P(y|x)
also fixed but unknown.

?
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An oracle provides me with examples?

• Let S be a training set 
S = {(x1, y1), (x2, y2),…, (xm, ym)}, 
with m training samples i.i.d. which 
follow the joint probability 
P(x, y) = P(x)P(y|x).
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Statistical solution: Models, Hypotheses…
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Statistical solution P(height, weight|breed)…
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Statistical solution P(height, weight|breed)…
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Statistical solution P(height, weight|breed)…

43



Statistical solution: Bayes, 
P(breed|height, weight)…
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Machine Learning

• we have a learning machine which can
provide a family of functions {f(x;α)},
where α is a set of parameters.

x 𝑓𝑓(x,𝜶𝜶) ?
𝑦𝑦
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The problem in Machine Learning

• The problem of learning consists in finding the model
(among the {f (x;α)}) which provides the best
approximation ŷ of the true label y given by the Oracle.

• best is defined in terms of minimizing a specific (error)
cost related to your problem/objectives
Q((x, y), α)  ∈ [a; b].

• Examples of cost/loss functions Q: Hinge Loss, Quadratic
Loss, Cross-Entropy Loss, Logistic Loss…

x 𝑓𝑓(x,𝜶𝜶) ?
𝑦𝑦
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You should choose the right loss function based on your problem and your data 
(here y is the true/expected answer, f(x) the answer predicted by the network).
Classification
• Cross-entropy loss: L(x) = -(y ln(f(x)) + (1-y)ln(1-f(x)))
• Hinge Loss (i.e. max-margin loss, i.e. 0-1 loss): L(x) = max(0, 1-yf(x))
• …
Regression
• Mean Square Error (or Quadratic Loss): L(x) = (f(x)-y)2

• Mean Absolute Loss: L(x) = |f(x)-y|
• …
If the loss is minimized but accuracy is low, you should check the loss function. 
Maybe it is not the appropriate one for your task.

Loss in Machine Learning

• How to define the loss L (or the cost Q)?
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The problem in Machine Learning

For Clarity sake, let us note z = (x ,y).
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Machine Learning fundamental Hypothesis

For Clarity sake, let us note z = (x ,y).

S = {zi }i=1,…,m is built through an i.i.d. sampling according to P(z).

Machine Learning ⇐ Statistics
Train through Cross-Validation

Machine Learning ⇐ Statistics
Training set & Test set have to be distributed according to the 

same law (i.e. P(z)).
49



Vapnik learning theory (1995)

Training Error Generalization Error
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Vapnik learning theory (1995)
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Machine Learning vs Statistics
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Overview

• Context & Vocabulary
• Explicit supervised learning
• Implicit supervised learning
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EXPLICIT SUPERVISED LEARNING
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Ideas of boosting: Football Bets

55

If Lemar is not injured, French Football 
team wins.

If Mbappé and Dembélé are happy together,
French Football team wins.

If French team plays in blue and not in white,
France wins.

If Pogba is happy,
French Football team wins.

From Antoine Cornuéjols Lecture slides



How to win?

• Ask to professional gamblers
• Lets assume:

– That professional gamblers can provide one single decision rule 
simple and relevant

– But that face to several games, they can always provide decision rules 
a little bit better than random

• Can we become rich?

56
From Antoine Cornuéjols Lecture slides



Idea

• Ask heuristics to the expert
• Gather a set of cases for which these heuristics fail (difficult cases)
• Ask again the expert to provide heuristics for the difficult cases
• And so one…

• Combine these heuristics
• expert stands for weak learner

57
From Antoine Cornuéjols Lecture slides



Questions

• How to choose games (i.e. learning examples) at each step?
– Focus on games (examples) the most “difficult” (the ones on 

which previous heuristics are the less relevant)

• How to merge heuristics (decision rules) into one single 
decision rule? 
– Take a weighted vote of all decision rules

58
From Antoine Cornuéjols Lecture slides



Boosting

• boosting = general method to convert several poor decision 
rules into one very powerful decision rule

• More precisely:
– Let have a weak learner which can always provide a decision rule (even 

just little) better than random ½ - γ,
– A boosting algorithm can build (theoretically) a global decision rule 

with an error rate ε as low as desired.

• A theorem of Schapire on “weak learning power” proves that H
gets a higher relevance than a global decision rule which would 
have been learnt directly on all training examples.

59
From Antoine Cornuéjols Lecture slides



Probabilistic boosting: AdaBoost

60

The standard algorithm is AdaBoost (Adaptive Boosting). 3 main
ideas to generalize towards probabilistic boosting:

1. A set of specialized experts and ask them to vote to take a
decision.

2. Adaptive weighting of votes by multiplicative update.

3. Modifying example distribution to train each expert, increasing
the weights iteratively of examples misclassified at previous
iteration.

From Antoine Cornuéjols Lecture slides



AdaBoost: the algorithm

• A training set: S = {(x1,y1),…,(xm,ym)}
• yi∈{-1,+1} label (annotation) of example xi∈ S
• A set of weak learners {ht}
• For t = 0,…,T:

– Give a weight to every sample in {1,…,m} regarding its difficulty to be well classified by ht-1: Dt

– Find the weak decision (“heuristic”): ht : S → {-1,+1}
with the smallest error εt on Dt :

– Compute the influence/impact of ht

• Final decision Hfinal = a majority weighted vote of all the ht
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What goal the AdaBoost wants to reach?
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What goal the AdaBoost wants to reach?

They are goal dependent.
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Example “Toy”

64

Very popular «Toy» example, 2D points in
domain D1, to illustrate boosting schema.

(these points can be seen as vectors ∈ R2).

D1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1



Step 1
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Step 2
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Step 3
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Final decision
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Error of generalization for AdaBoost

• Error of generalization of H  can be bounded by:

• where
– T is the number of boosting iterations
– m the number of training examples
– d the dimension of HT space (“weaks learner complexity”)
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The Task of Face Detection

70

Many slides adapted from P. Viola



Basic Idea

• Slide a window across image and evaluate a face model at every location.

71

http://140.129.20.102/gallery/view_photo.php?full=1&set_albumName=Trip_in_China16&id=05_0829_R039


Image Features Feature Value (Pixel in white area)

                          (Pixel in black area)

= −∑
∑
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AdaBoost Cascade Principle

AdaBoost1 N

Face x 99%
Non Face x 30%

1

1

0

0

0

0

Non Face x 70%

Face x 90%
Non Face x 0.00006%

1

1

1

0

1

0

AdaBoost2

10

Non Face x 21%

Face x 98%
Non Face x 9%
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The Implemented System
• Training Data

– 5000 faces
• All frontal, rescaled to 

24x24 pixels

– 300 million non-faces sub-windows
• 9500 non-face images

– Faces are normalized
• Scale, translation

• Many variations
– Across individuals
– Illumination
– Pose

74



Results
• Fixed images
• Video sequence

Frontal face

Left profile 
face

Right profile 
face
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• Fast and robust

• Other descriptors

• Other cascades (rotation…)

• Eye detection, Hand detection, Body detection…

Extension

76



Overview

• Context & Vocabulary
• Explicit supervised classification
• Implicit supervised classification

– Multi-Layer Perceptron
– Deep Learning
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IMPLICIT SUPERVISED LEARNING
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Cover’s theorem states: A complex pattern-classification problem cast in 
a high-dimensional space nonlinearly is more likely to be linearly 
separable than in a low-dimensional space.
(repeated sequence of Bernoulli trials)

Thomas Cover’s Theorem (1965)
“The Blessing of dimensionality”
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The curse of dimensionality [Bellman, 1956]
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MULTI-LAYER PERCEPTRON

81



First, biological neurons

 Before we study artificial neurons, let’s look at a biological neuron

Figure from K.Gurney, An Introduction to Neural Networks
82



First, biological neurons

Postsynaptic potential function with weight dependency, as a function of 
time (ms) and weight value, being excitatory in case of red and blue lines, and 
inhibitory in case of a green line.
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Then, artificial neurons

(Schéma : Isaac Changhau)

Pitts & McCulloch (1943), binary inputs & activation function f is a thresholding

Rosenblatt (1956), real inputs & activation function f is a thresholding
84



s

y = s( Σ wi xi )

Spike-based description Rate-based description
Steady regime

Gradient descent: KO Gradient descent: OK

�
𝑖𝑖=0

𝑛𝑛

𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖

𝑦𝑦

𝑥𝑥𝑛𝑛

𝑤𝑤0 𝑤𝑤1 𝑤𝑤2 𝑤𝑤3
𝑤𝑤𝑛𝑛

𝑥𝑥1 𝑥𝑥2 𝑥𝑥3𝒙𝒙𝟎𝟎 = 𝟏𝟏
𝐱𝐱

𝐰𝐰

Artificial neuron vs 
biology
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From perceptron to network

@tachyeonz: A friendly introduction to neural networks and deep learning.
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Single Perceptron Unit
• Perceptron only learns linear function [Minsky and Papert, 1969]

• Non-linear function needs layer(s) of neurons → Neural Network
• Neural Network = input layer + hidden layer(s) + output layer

?
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Multi-Layer Perceptron
• Training a neural network [Rumelhart et al. / Yann Le Cun et al. 1985]
• Unknown parameters: weights on the synapses
• Minimizing a cost function: some metric between the predicted output 

and the given output

• Step function: non-continuous functions are replaced by a continuous 
non-linear ones 88



Multi-Layer Perceptron
• Minimizing a cost function: some metric between the predicted output 

and the given output

• Equation for a network of 3 neurons (i.e. 3 perceptrons):

89

𝑦𝑦 = 𝑠𝑠(𝑤𝑤13𝑠𝑠 𝑤𝑤11𝑥𝑥1 + 𝑤𝑤21𝑥𝑥2 + 𝑤𝑤01 + 𝑤𝑤23𝑠𝑠 𝑤𝑤12𝑥𝑥1 + 𝑤𝑤22𝑥𝑥2 + 𝑤𝑤02 + 𝑤𝑤03)



Multi-Layer Perceptron

Theorem [Cybenko, 1989]
• A neural network with one single hidden layer is a universal

approximator: it can represent any continuous function on compact
subsets of Rn

• 2 layers is enough ... theoretically:
“…networks with one internal layer and an arbitrary continuous sigmoidal
function can approximate continuous functions with arbitrary precision
providing that no constraints are placed on the number of nodes or the size
of the weights"

• But no efficient learning rule is known and the size of the hidden layer is
exponential with the complexity of the problem (which is unkown
beforehand) to get an error ε , the layer must be infinite for an error 0.
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Overview

• Context & Vocabulary
• Explicit supervised classification
• Implicit supervised classification

– Multi-Layer Perceptron
– Deep Learning
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DEEP LEARNING

92



Deep representation origins

• Theorem Cybenko (1989) A neural network with one single hidden layer 
is a universal “approximator”, it can represent any continuous function 
on compact subsets of Rn ⇒ 2 layers are enough…but hidden layer size 
may be exponential

93
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Deep representation origins

• Theorem Hastad (1986), Bengio et al. (2007) Functions representable
compactly with k layers may require exponentially size with k-1 layers
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Deep representation origins
• Theorem Hastad (1986), Bengio et al. (2007) Functions representable

compactly with k layers may require exponentially size with k-1 layers
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Structure the network?

• Can we put any structure reducing the space of exploration and 
providing useful properties (invariance, robustness…)?
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𝑦𝑦 = 𝑠𝑠(𝑤𝑤13𝑠𝑠 𝑤𝑤11𝑥𝑥1 + 𝑤𝑤21𝑥𝑥2 + 𝑤𝑤01 + 𝑤𝑤23𝑠𝑠 𝑤𝑤12𝑥𝑥1 + 𝑤𝑤22𝑥𝑥2 + 𝑤𝑤02 + 𝑤𝑤03)



Enabling factors

• Why do it now ? Before 2006, training deep networks was 
unsuccessful because of practical aspects
– faster CPU's
– parallel CPU architectures
– advent of GPU computing

• Results…
– 2009, sound, interspeech + ~24%
– 2011, text, + ~15% without linguistic at all
– 2012, images, ImageNet + ~20%
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CONVOLUTIONAL NEURAL NETWORKS 
(AKA CNN, CONVNET)
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Convolutional neural network
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Deep representation by CNN
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Convolution
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Image Convolution

Image

Filter to extract 
horizontal edges
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0
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Image Convolution

Image
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Filter to extract 
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Image Convolution
New Image
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Image Convolution
New Image
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Image Convolution
New Image

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 1 1 1 1 1 1 0 0

0 0 1 0 0 0 0 1 0 0

0 0 1 0 0 0 0 1 0 0

0 0 1 0 0 0 0 1 0 0

0 0 1 0 0 0 0 1 0 0

0 0 1 1 1 1 1 1 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 1 1 1

0

0

1

-1

0

1

Filter



Image Convolution
New Image
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Image Convolution
New Image
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Image Convolution
New Image

Horizontal Edge Detector



Filter in CNN

Filter

-1
0
1

-1

0

1

In CNN, the filter becomes a neuron



Convolution  = Perceptron
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Convolution  = Perceptron

�
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𝑛𝑛

𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖

𝑦𝑦 = sign(w.𝐱𝐱)

𝑥𝑥𝑛𝑛

𝑤𝑤0 𝑤𝑤1 𝑤𝑤2 𝑤𝑤3

𝑤𝑤𝑛𝑛

𝑥𝑥1 𝑥𝑥2 𝑥𝑥3𝒙𝒙𝟎𝟎 = 𝟏𝟏

𝐱𝐱

𝐰𝐰
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Convolution in nature
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1. Hubel and Wiesel have worked on visual cortex of cats (1962)
2. Convolution

3. Pooling

Convolution in nature
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If convolution = perceptron
1. Convolution

2. Pooling
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Yann Lecun, [LeCun et al., 1998]
1. Subpart of the field of vision and translation invariant
2. S cells: convolution with filters
3. C cells: max pooling

Deep representation by CNN
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Yann Lecun, [LeCun et al., 1998]
1. Subpart of the field of vision and translation invariant
2. S cells: convolution with filters
3. C cells: max pooling

Deep representation by CNN
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Yann Lecun, [LeCun et al., 1998]
1. Subpart of the field of vision and translation invariant
2. S cells: convolution with filters
3. C cells: max pooling

Deep representation by CNN
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Deep representation by CNN
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Deep representation by CNN
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Deep representation by CNN
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Deep representation by CNN
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Transfer Learning!!
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Endoscopic Vision Challenge 2017
Surgical Workflow Analysis in the SensorOR

10th of September
Quebec, Canada
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Clinical context: Laparoscopic Surgery
Surgical Workflow Analysis
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Task
Phase segmentation of laparoscopic surgeries

Video

Surgical
Devices
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Dataset

30 colorectal laparoscopies
 Complex type of operation

 Duration: 1.6h – 4.9h (avg 3.2h)

 3 different sub-types

 10x Proctocolectomy

 10x Rectal resection

 10x Sigmoid resection

Recorded at

127


Sheet1

		Column		Device		Signal

		1		Endoscope		Frame #

		2		Thermoflator		Current gas flow rate

		3				Target gas flow rate

		4				Current gas pressure

		5				Target gas pressure

		6				Used gas volume

		7				Gas supply pressure

		8				Device on?

		9		OR lights		All lights off?

		10				Intensity light 1

		11				Intensity light 2

		12		Endoscopic light source		Intensity

		13		Endoscope		White balance

		14				Gains

		15				Exposure index



&C&A

&CPage &P





Annotation
Annotated by surgical experts, 13 different phases
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Method

Spatial CNN

LS
TM

 (5
12

)

Rectal resection (8):
80.7%

sigmoid resection (7):
73.5%

Proctocolectomy (1):
71.3%

Rectal resection (6):
79.9%

sigmoid resection (1):
54.7%

Proctocolectomy (4):
73.9%

Temporal CNN
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12
)
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(5
12

)

(1024)

Final Network

224x224x20 

224x224x3 

Final Network Accuracy:

Results for rectal resection video #8; GT in green, prediction in red

0
1
2
3
4
5
6
7
8
9

10
11
12

Spatial Network

Temporal Network

224x224x20

Number of target classes:
Rectal resection:  11
Sigmoid resection:  10 
Proctolectomy:  12 

Temporal network accuracy:
Rectal resection:  49.88%
Sigmoid resection: 48.56%
Proctolectomy:  46.96%

Spatial network accuracy:
Rectal resection:  62.91%
Sigmoid resection: 63.01%
Proctolectomy:  63.26%

ResNet-34

feature 
vector 

FV (512)

7x
7 

co
nv

FC

3x
3 

co
nv

3x
3 

co
nv

3x
3 

co
nv

224x224x3 
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And the winner is...

Data used Average 
Jaccard

Median 
Jaccard Accuracy

1 Video 40% 38% 61%

2 Video + 
Device 38% 38% 60%

3 Video 25% 25% 57%

4 Device 16% 16% 36%

5 Video 8% 7% 21%

Team UCA

Team NCT

Team TUM

Team TUM

Team FFL
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Extension to text
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Extension to text

132



Extension to text

133

Extraction of higher order linguistic structures with CNN on texts…

L. Vanni, M. Ducoffe, D. Mayaffre, F. Precioso, D. Longrée, C. Aguilar, V. Elango, N. Santos, L. Galdo, 
J. Gonzalez, Text Deconvolution Saliency (TDS): a deep tool box for linguistic analysis, in 56th 
Annual Meeting of the Association for Computational Linguistics (ACL), Melbourne, Australia, July 
2018. 



“Deconvolution” for CNNs

- Deconvolution = mapping the information of a CNN at layer k back into the input space
- Deconvolution for images => highlighting pixels
- Approximating the inverse of a convolution by a convolution
- “inverse of a filter” = “transpose” of a filter
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Reversible Max Pooling

Pooled 
Feature Maps

Max
Locations
“Switches”

Pooling Unpooling

Feature Map

Reconstructed Feature MapCredits Rob Fergus



Filters

Feature
maps

Toy Example

Credits Rob Fergus



Top-down Decomposition

• Pixel visualizations of strongest features activated from 
top-down reconstruction from single max in top layer.

Credits Rob Fergus



Supervised Image Segmentation Task

138Credits Matthieu Cord



CNN for Sentence Classification
filters’width = |embedding|

words + embeddings => non isotropic dimensions

No sense to transpose the filters for deconvolution

139



Deconvolution for CNNs [Vanni 2018]

1) apply uniform padding
2) repeat the convolution
3) sum the contribution along 

the embedding dimension

140

uniform 
padding



141

- threshold on the TDS score
- IMDb dataset, classification of positive and negative sentiments + french political discourses
- markers for classification, independently of the final prediction
- highlight co-occurrences : “transformations + profondes”, “transformations + subjonctif”

Empirical Evaluation of TDS



AMAZING BUT…
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143
From Thomas Tanay

Amazing but…be careful of the 
adversaries (as any other ML algorithms)
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Amazing but…be careful of the 
adversaries (as any other ML algorithms)
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Amazing but…be careful of the 
adversaries (as any other ML algorithms)



https://nicholas.carlini.com/code/audio_adversarial_examples/
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Amazing but…be careful of the 
adversaries

https://nicholas.carlini.com/code/audio_adversarial_examples/


Amazing but…be careful of the 
adversaries (as any other ML algorithms)
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Morphing
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Amazing but…be careful of the 
adversaries (as any other ML algorithms)
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Amazing but…be careful of the 
adversaries (as any other ML algorithms)



Amazing but…be careful of the 
adversaries (as any other ML algorithms)
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Amazing but…be careful of the 
adversaries (as any other ML algorithms)
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Adversarial examples…

153

Tramèr, F., Papernot, N., Goodfellow, I., Boneh, D., & McDaniel, P. (2017). 
The space of transferable adversarial examples. arXiv preprint arXiv:1704.03453.



ACTIVE Supervised Classification

(A)=labelled data

(B)=model

(C)=POOL of  
unlabelled data

(D)=BATCH of query

(E) ORACLE 
(eg human)

154



MARGIN BASED ACTIVE LEARNING?
- query  =>  close to the decision boundary
- topology of the decision boundary unknown
- how can we approximate such a distance for neural networks ?
- “Dimension + Volume + Labels”

155



Adversarial attacks for 
MARGIN BASED ACTIVE LEARNING

Adversarial
Attack

- query             small adversarial perturbation

156



query the top-k examples owing 
the smallest DeepFool adversarial perturbation

= ‘dog’

query the adversarial attacks with the same label
pseudo-labeling comes for free 

without corrupting the training set

=’dog’                                            =’dog’

Transferability of adversarial examples

Transferability of queries

DeepFool Active Learning (DFAL) 
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DFAL EXPERIMENTS 1/3

- Query the top-k samples owing the smallest adversarial 
perturbation (DFAL_0)

- BATCH= 10
- |MNIST| = 60 000       |QuickDraw|=444 971

158

96.68

82.00

85.08    95.89 97.79    98.13                                             78.62 91.35   92.44    93.14DFAL_0 DFAL_0

% of Test accuracy
MNIST (VGG8) 

% of Test accuracy
QuickDraw (VGG8) 



DFAL EXPERIMENTS 2/3

- Pseudo labeling the adversarial samples of the queries
- BATCH= 10
- |MNIST| = 60 000       |QuickDraw|=444 971

% of Test accuracy
MNIST (VGG8) 159

85.08    95.89 97.79 98.13 78.62 91.35 92.44 93.14

84.28

% of Test accuracy
QuickDraw (VGG8) 

DFAL_0 DFAL_0



TRANSFERABILITY: The ultimate threat of 
adversarial examples [Tramèr, 2017] 

160/
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DFAL EXPERIMENTS 3/3
- Transferability of non targeted adversarial attacks
- 1000 queries
- Model Selection
- |MNIST| = 60 000       |ShoeBag|=184 792

% of Test accuracy
Shoe Bag 161

% of Test accuracy
MNIST



OPTIMIZATION

Based on Lectures from Hung-yi Lee (Laboratory Speech Processing and Machine Learning 
Laboratory, National Taiwan University)

162



• Total Cost?

x1

x2

xR

NN

NN

NN

…
…

…
…

y1

y2

yR

�𝑦𝑦1

�𝑦𝑦2

�𝑦𝑦𝑅𝑅

𝐿𝐿1 𝑾𝑾

…
…

…
…

x3 NN y3 �𝑦𝑦3

For all training data …

𝐶𝐶 𝑾𝑾 = �
𝑟𝑟=1

𝑅𝑅

𝐿𝐿𝑟𝑟 𝑾𝑾

Find the network 
parameters 𝑾𝑾∗ that 
minimize this value

Total Cost:

How bad the network 
parameters 𝑾𝑾 is on 
this task

𝐿𝐿2 𝑾𝑾

𝐿𝐿3 𝑾𝑾

𝐿𝐿𝑅𝑅 𝑾𝑾

Recipe of Deep Learning



x1 NN

…
…

y1 �𝑦𝑦1
𝐿𝐿1

x31 NN y31 �𝑦𝑦31
𝐿𝐿31

x2 NN

…
…

y2 �𝑦𝑦2
𝐿𝐿2

x16 NN y16 �𝑦𝑦16
𝐿𝐿16

 Pick the 1st batch
 Randomly initialize 𝑾𝑾0

𝑾𝑾1 ← 𝑾𝑾0 − 𝜂𝜂𝜂𝜂𝐶𝐶 𝑾𝑾0

 Pick the 2nd batch

𝑾𝑾2 ← 𝑾𝑾1 − 𝜂𝜂𝜂𝜂𝐶𝐶 𝑾𝑾1

 Until all mini-batches 
have been picked

…

one epoch

Faster Better!

M
in

i-b
at

ch
M

in
i-b

at
ch

Repeat the above process

𝐶𝐶 = 𝐿𝐿1 + 𝐿𝐿31 + ⋯

𝐶𝐶 = 𝐿𝐿2 + 𝐿𝐿16 + ⋯

• Mini-batches
Recipe of Deep Learning



Training:

 Each time before updating the parameters
 Each neuron has p% to dropout

Recipe of Deep Learning
• Dropout



Training:

 Each time before updating the parameters
 Each neuron has p% to dropout

 Using the new network for training
The structure of the network is changed.

Thinner!

For each mini-batch, we resample the dropout neurons

Recipe of Deep Learning
• Dropout



Testing:

 No dropout

 If the dropout rate at training is p%, all the weights times 1-p%

 Assume that the dropout rate is 50%. 
If a weight  w = 1 by training, set 𝑤𝑤 = 0.5 for testing.

Recipe of Deep Learning
• Dropout



 When teams up, if everyone expect the partner will do the work, nothing will be 
done finally.

 However, if you know your partner will dropout, you will do better.

The partners
will do the job

 When testing, no one dropout actually, so obtaining good results 
eventually.

Recipe of Deep Learning
• Dropout



• Dropout – intuitive reason

• Why the weights should multiply (1-p)% (dropout rate) when 
testing?

Training of Dropout Testing of Dropout

𝑤𝑤1
𝑤𝑤2
𝑤𝑤3
𝑤𝑤4

𝑧𝑧

𝑤𝑤1
𝑤𝑤2
𝑤𝑤3
𝑤𝑤4

𝑧𝑧′

Assume dropout rate is 50%

0.5 ×
0.5 ×
0.5 ×
0.5 ×

No dropout
Weights from training

𝑧𝑧′ ≈ 2𝑧𝑧

𝑧𝑧′ ≈ 𝑧𝑧
Weights multiply 1-p%

Recipe of Deep Learning



Ensemble

Network
1

Network
2

Network
3

Network
4

Train a bunch of networks with different structures

Training 
Set

Set 1 Set 2 Set 3 Set 4

Recipe of Deep Learning
• Dropout is a kind of ensemble



Ensemble

y1

Network
1

Network
2

Network
3

Network
4

Testing data x

y2 y3 y4

average

Recipe of Deep Learning
• Dropout is a kind of ensemble



Training of 
Dropout

minibatch
1

…
…

Using one mini-batch to train one network
Some parameters in the network are shared

minibatch
2

minibatch
3

minibatch
4

M neurons

2M possible 
networks

Recipe of Deep Learning
• Dropout is a kind of ensemble



testing data xTesting of Dropout

…
…

average

y1 y2 y3

All the 
weights 
multiply 
1-p%

≈ y
?????

Recipe of Deep Learning
• Dropout is a kind of ensemble



Motivations: intialize and train the network

Real neural networks: e.g. the mammalian retina
Simulated voltage map

- initialized during developmental processes, 
such as spontaneous activation patterns

Those activation patterns are known to:
- structure the network
(retina and neural projections to the cortex)

- pre-train the system by mimicing natural stimulations and 
lead to the emergence of gabor-like filters in V1 cortex area.

Question: 
Does artificial network can be pre-trained with images that mimic natural

content ? 

Biology mimicing for unsupervised pretraining



Mimic natural content:
Natural images

Synthetic images

Average power spectrum

Average power spectrum
Deadleaves model (DL): scale invariant, 1/f frequency distribution 

Lee et al, Int Journal of Computer Vision, 
2001

examples from STL-10

Biology mimicing for unsupervised pretraining



Experiments: Supervised training performances 
of a CNN, with or without unsupervised pre-
training using Deadleaves

CIFAR-10: 10 classes, 50k training images, 10k test 
images, 32x32 px.

w/o pre-taining
unsupervised CIFAR-10
unsupervised Deadleaves

Learned filters during unsupervised pre-
training, at the first layer of CNN: 

CIFAR-10 Deadleaves

Training performances:

Biology mimicing for unsupervised pretraining



• Bio-inspired optimization trick:

* Classical dropout: dropout randomly selects hidden unit activities 
to zero with a given probability (from 0.2 to 0.5) during training.

* Dropout probabilities follow a binomial distribution. 

* But one could suggest that refining the probability distribution 
could lead to improvements in the learning of deep architectures. 

*As biology mimicing model can capture the main statistics of 
natural images, one could use retinal waves as dropout layer in deep 
architectures.  

• Dropout

Thinner!

Biology mimicing dropout



Supervised training with CIFAR-10 following 3 conditions :

- w/o dropout
- classical dropout  (p=0.2)
- dropout deadleaves

Preliminary results:

Biology mimicing dropout



Supervised training with CIFAR-10 following 3 conditions :

- classical dropout  (p=0.2)
- dropout deadleaves
- dropout wave

Preliminary results:

Biology mimicing dropout



Activity maps: 
average across the category

c1

c2

c3

c4

Distinct categories have distinct 
activity maps across the network

Biology robustness to adversarial examples
In biology, a given stimulus will activate a given neural subpopulation.
Hypotheses : in artificial neural network
- A given image would activate a specific subpopulation of artificial neurons (maps of activity)
- Hints of adversarial attacks could be tracked in the activity maps across the layers



c1

c2

c3

c4

Szegedy attack

Activity maps:
average across the category

True images - adversarial images 
recognized as the same category

Work in progress: identification and 
quatification of differences between real 
activities and adversarial activities

Cat = (true - adv)Airplane = (true - adv)

Biology robustness to adversarial examples



Adaboost to build Deep architectures:
AdaNet

• AdaNet’s approach is to optimize an objective that 
balances the trade-offs between the ensemble’s 
performance on the training set and its ability to 
generalize to unseen data. 

• The intuition is for the ensemble to include a 
candidate subnetwork only when it improves the 
ensemble’s training loss more than it affects its 
ability to generalize. 

• This guarantees that:
– The generalization error of the ensemble is bounded by 

its training error and complexity.
– By optimizing this objective, we are directly minimizing 

this bound.



Adaboost to build Deep architectures:
AdaNet

• Block coordinate descent applied to 
convex objective: at each iteration,
– a base subnetwork is selected 

(direction)
– next, best step chosen by solving a 

convex optimization problem
• Convergence guarantees based on 

weak-learning assumption:
– each network augmentation improves 

objective by a constant amount (-
optimality condition) (Raetsch et al., 
2001; Luo & Tseng, 1992)



Amazing, but…be careful of a little bias
at the input

184
From Nello Cristianini, at at Frontier Research and Artificial Intelligence Conference:
https://erc.europa.eu/sites/default/files/events/docs/Nello_Cristianini-ThinkBIG-Patterns-in-Big-Data.pdf
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Amazing, but…be careful of a little bias
at the input

From Nello Cristianini, at at Frontier Research and Artificial Intelligence Conference:
https://erc.europa.eu/sites/default/files/events/docs/Nello_Cristianini-ThinkBIG-Patterns-in-Big-Data.pdf



This was just scratching the tip of the 
Deep Learning Iceberg
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Theoretical understanding of Deep Networks is
progressing constantly

187



QUESTIONS?

188
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